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Abstract—The distance calibration of the Time of Flight camera is 
a difficult task due to the errors produced by multi reflections of 
the light inside the camera body and outside. In any room the 
active light emitted by the camera is reflected by the walls and the 
objects in the scene. Thus the reflected light by the objects in the 
scene is the sum of this light and the direct light emitted by the 
camera. The distance information is affected by this indirect light. 

The calibration method we propose can be performed not only in 
laboratory condition but also in any conditions. The distance 
errors for all objects in the scene can be corrected if white or 
black tags (labels) are attached on objects. 

I. INTRODUCTION 
The ToF cameras -- type of 3D cameras dedicated to various 

applications where an image of the distances to the objects in 
the scene is the essential new ingredient -- are succinctly 
described in [4], [5], [6] and in our companion paper [3] of this 
conference and we invite the interested reader to refer to it for 
the description of the work principle of the ToF cameras. Here 
we just mention that, at this stage of the technology, the 
distance measurements are affected by very important errors 
due to multiple reflections of the direct light on external objects 
as well as inside the camera and that a main task towards the 
improvement of these cameras is to analyze this perturbing 
component of the “active” light arriving on a pixel and to find 
methods to compensate it. These cameras have their own source 
of light which is an infrared radiation (produced by an array of 
LED’s) amplitude modulated with 20 MHz, which is reflected 
by the objects in the scene and then detected by each pixel 
detector, as an amplitude and phase (compared to the emitted 20 
MHz wave). So, each pixel  ݅ will output at a given instant a 
complex signal,  

 

௠ሺ݅ሻܫ ൌ  ܽ௠ሺ݅ሻ · ݁௝·ఝ೘ሺ௜ሻ      (1) 

where index m stands for “measured”.  If the only component of 
the incoming light would be for the point in the scene 
corresp i he pixel in the image: ond ng to t

ௗሺ݅ሻܫ ൌ  ܽௗሺ݅ሻ · ݁௝·ఝ೏ሺ௜ሻ      (2) 

the phase φ(i) would be in a direct and simple relation to the 
di h t p  the scene to the camera [4] stance of t a oint of

2 · ݀ሺ݅ሻ ൌ  ௖
ଶ·గ·௙

 · ߮ሺ݅ሻ    (3) 

where  ܿ is the speed of light and ݂ is the modulation frequency 
(see also Fig. 1). 
 

 
 
Figure 1.  The object in the scene is iluminated directly by the modulated light 

and indirectly by the light reflected by other objects. Inside the camera body 
the incoming light is reflected by the chip surface to the lenses surface and 

back to the chip. 

In any real setting the incoming light has many other 
components but only those coming from our “active source” 
will influence the output of the pixel detector; unfortunately 
there are such parasite components produced by multiple 
reflections (of the light from an active source) on various 
objects in the scene as well as by multiple reflections inside the 

 d ot  these two kinds of parasite components by camera.  We en e

௥ଵሺ݅ሻܫ ൌ  ܽ௥ଵሺ݅ሻ · ݁௝·ఝೝభሺ௜ሻ      (4) 

and 

௥ଶሺ݅ሻܫ ൌ  ܽ௥ଶሺ݅ሻ · ݁௝·ఝೝమሺ௜ሻ      (5) 

and we shall put 
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௣ሺ݅ሻܫ ൌ ௥ଵሺ݅ሻܫ ൅ ௥ଶሺ݅ሻܫ ൌ  ܽ௣ሺ݅ሻ · ݁௝·ఝ೛ሺ௜ሻ     (6) 

sush that 

௠ሺ݅ሻܫ ൌ ௗሺ݅ሻܫ ൅  ௣ሺ݅ሻ  (7)ܫ

 
 

Figure 2.  The Experimental setup: a black strip is painted on a white screen. 

II. EXPERIMENTAL SETUP  
To study the perturbation components above mentioned we 

have to use very simple images and we propose a vertical black 
strip on a white wall (Fig. 2) orthogonal on the line of sight, 
which is then displaced at various distances from the camera. 
For each setting we have two images: one is the amplitude 
image and the second one is the distance image. We select two 
neighbor vertical lines, one completely contained in the black 
strip and the other in the white region; i.e. one only having 
black points and the other only white points (in our 
experimental setup the distance between these two lines in the 
image was of 3 pixels). Now, as the wall is in a vertical plane 
orthogonal to the line of sight, the distance will vary 
symmetrically up and down and the curves of measured 
distances resulted for the two lines (black and white) are drawn 
in Fig. 3. It is obvious that in the center of the image the 
measured distance to the black line is bigger than that to the 
white line while up and down the difference is reversed; 
moreover,  the two curves intersect each other in two (quasi-) 
symmetric points. 

III. DISTANCE ERRORS CORRECTION. 
Let consider the neighbor pixels (points) on the two lines, so 

one black and one white. We shall rewrite the relations (7) for 
the  sse two point  

ଵ ௠ሺ݅ଵሻܫ (8) ൌ ௗሺ݅ܫ  ሻ ൅   ௣ሺ݅ଵሻܫ

௠ሺ݅ଶሻܫ ൌ ௗሺ݅ଶሻܫ  ൅  ௣ሺ݅ଶሻ    (9)ܫ

The two pixels being neighbors it is obvious that the 
perturbation must be approximately the same and we shall 
admit that: 

௣ሺ݅ଵሻܫ ൌ  ௣ሺ݅ଶሻ      (10)ܫ 

As the two pixels are neighbors, also their distances are the 
msa e and so their phases: 

߮ௗሺ݅ଵሻ ൌ ߮ௗሺ݅ଶሻ  (11) 

Only the amplitudes differ (we suppose the pixel ݅ଵ is the 
a  nbl ck o e): 

ܽௗሺ݅ଵሻ ا ܽௗሺ݅ଶሻ  (12) 

 
Figure 3.   Plot of the measured distances along the blach and white vertical 

lines. 

The diagrams of our vectors in the complex plane are drawn 
in Fig. 4 for smaller distances (smaller phase) as in the middle 
of the screen and for bigger distances (bigger phases) as near 
the border of the screen (noted with primes). We point out that 
the phase of the perturbation component is bigger than the phase 
߮ௗ because the distance of reflection path is generally higher 
for short distances of the object; and can become smaller for 
long distances (where ߮ௗ is larger but the amplitude ܽௗ 
becomes smaller). In our picture we used the same vector ܫ௣ for 
the two situations: pixels near the center of the image and pixels 
near the border of the image. Obviously this is only done for 
simplifying the drawing. Generally speaking, ܫ௣ will be 
different when changing the couple of pixels. 

 
What is to stress here is that this diagram (Fig. 4, Fig. 5) is 

able to explain why the measurements for the black pixels are 
bigger in the center of the image and smaller near the border. 

Even more important conclusion of this analysis of the vector 
diagram is that one can correct the measurement of the distance 
by comparing the values of the black and white neighboring 

xe e nfer that: pi ls. Indeed, from quations (8)-(10) we i

∆௠ൌ ௠ሺ݅ଶሻܫ െ ௠ሺ݅ଵሻܫ ൌ ௗሺ݅ଶሻܫ െ  ௗሺ݅ଵሻ   (11)ܫ

a tnd fur her 

∆௠ൌ ሺܽௗሺ݅ଶሻ െ ܽ௥ଶሺ݅ଵሻሻ · ݁௝·ఝ೏ሺ௜భሻ    (12) 

The corrected 
desistance 

The measured   distance 
to the black region 

Measured   distance 
to the white region 



i.e. the phase of ∆௠ will give the true distance because it has 
the true ߮ௗ. 

 

 
 

Figure 4.  The graphical representation of the measured signals  ܫ௠ሺ݅ଵሻ, 
௠ሺ݅ଶሻܫ ௣ andܫ ,௠ሺ݅ଵሻܫ െ ௠ሺ݅ଵሻܫ ൌ ௗሺ݅ଶሻܫ െ  .ௗሺ݅ଵሻܫ

Hence the method of drawing the corrected curve for distance 
in Fig. 3. The big advantage of this method is that it can be used 
in any real scene, just using white/black labels on the objects 
one wants to precisely measure their distances. 

 
 

 
 

Figure 5.   The graphical representation of the measured signals ܫଵ௠ and ܫଶ௠, 
the perturbation signal ܫ௣ and the unperturbed signals ܫଵௗ and ܫଶௗ. With primes 

are represented the same signals at the edge of the picture. 

IV.  THE CALIBRATION OF THE TIME OF FLIGHT CAMERA.  
 

It is obvious from the above analysis that the calibration of a 
ToF camera for the distance measurements is a very complex 
task: Fig. 3 proves that neither white, nor black objects are 
appropriate for giving the real distance and this cannot obtained 

by any averaging (weighted or not) of these two distances 
(black and white). 

Nevertheless, using a black/white pattern like in our setting, 
one can get the corrected value of the distance of a point (of a 
small region) of the scene from the vector diagram (Fig. 4 and 
eq. (12)).  Such a correction can be made on many points of the 
image and so a rough calibration of the entire scene is obtained. 
We stress the fact that the vectorial model we proposed and any 
calibration method derived from it will give better results than 
any laboratory calibrations of the ToF camera which, in 
principle, are only valid for that particular laboratory scene. 

From Fig. 3 one can also infer that there are points in the 
scene for which the “black” and “white” distances are equal (the 
same) and also the common value coincide with the real value 
so they could be ideal for calibration. Nevertheless from a 
practical point of view this is not very important because, in 
fact, the ideal calibration of a ToF camera would be a point wise 
(pixel wise) calibration depending of the scene. 

 

 
 

Figure 6.  Example of an image taken with structured light [7]. 

 
For many industrial applications where the protective 

measures against infrared and laser light entering the human 
eyes are not necessary, a simple and reliable solution for a quasi 
pixel wise camera calibration will be the use of the so called 
structured light [7]: e.g. a small laser diode modulated with the 
same wave as the LED array and pointing to the object of 
interest from the scene, in two consecutive frames will get the 
same point once black, once white and with practically the same 
perturbing components. It is enough to have in these two frames 
a difference of the in nste ities  

  |ܽ௠ሺ݅ሻ െ ܽ௠ାଵሺ݅ሻ| ൐  ,ୟݐ

where ݐ௔ is a threshold value, for being able to get the true value 
of the distance from the phase  ߮ఋ௠ሺ݅ሻ of the difference 



௠ାଵሺ݅ሻܫ௠ሺ݅ሻെܫ ൌ ܽఋ௠ሺ݅ሻ · ݁௝·ఝഃ೘ሺ௜ሻ 

V. CONCLUSION. 
We have developed a vector model for the ToF camera 

measurements which allows us to explain a very important part 
of the distance errors in the distance images and also to 
propose methods for their correction in natural scenes. We also 
concluded that laboratory methods (i.e. with special scenes) for 
ToF camera calibration don’t hold and live corrections/ 
calibration must be done for each scene independently. One 
suggestion is to use “labels” on the objects, another is to use 
structured light. A third will be developed in the future. But 
essential till now is the fact that the correction of the measured 
values by our method is able to drastically reduce the big 
distance errors observed on nowadays ToF cameras. 
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